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Retrieving a memory can, surprisingly, cause forgetting of related competitor memories, a . ) _ + Introduced by Gardner, 1988 . + Akey finding of experimental iterature is that RIF can be observed even with cues |
phenomenon known as retrieval-induced forgetting. For example, after studying a list of MemerssStoredlinbinarvrectuentinerainetuo il Study Practice Test not used during training or practice (E.g., study/practice “Fruit-Apple”, test “Red-A")
category-cxemplar pairs (**Fruit-Pear,” * Fruit-Apple’...), partial practice of one target pair . ) Netinput toneuron 1t = w;z” Duration T, Duration T, ) ) )
("Fruit-Pe") can cause forgetting of related competitor pairs (" Fruit-Apple"). A wealth of Allto-all ecurrent connections x H % * Recursive dynamics enable independent cue results
experiments have delimited four key features of this effect: partial practice yields retrieval- . patt s S T e sgn(a"), ifzd =landnf <1, N
induced forgetting; extra study of the complete item (*"Fruit-Pear”) yields no RIF despite atterns embedded as fixed palnts of network dynamics Aw; =v{ —sgn(a*), ifz} =Oandnf >0, £ =0 =1
equivalent target strengthening; reversed practice with incomplete category information 0 otherwise i o [ . R : elne
(F-Pear") yields no RIF; and when present, the RIF effect can be clicited using = - Q 8 o o z i ot ith fol et
independent cues (*Red-A") ather than the specific cues used during learning (Norman et + Requires neurons to be correct by a nonzero margin (here %) 2 o o 5 & 8 e e B = e
al., 2007; Anderson, 2003). These intricate findings pose a crucial challenge for theory: what w N ° 2 g 5% °
i £
sort of memory system might yield these effects, and why? No change No change g o5 8 g N g « Category units activate due to
~— = 8 ® 9
Here we develop a quantitative theory of retrieval-induced forgetting by deriving new exact nl 2 ° o o N ° recurrence
N N " 4 () x(t+1) 0 % 1 s o5 O o
solutions to the dynamics of learning for the generalized perceptron learning rule (GPLR) as ; D s o o 2 9n N9 T
it embeds memories in a binary recurrent neural network. These solutions yield closed-form g g g s ° v o associative weakening
expressions for the amount of RIF as a function of experimental parameters that agree with - The GPLR is known to obtain optimal storage capacity of 2N > o o T ° ‘e ey
experiment. Hence the GPLR, which is known to attain optimal storage capacity in recurrent (cf .14N for Hebbian learning) (Gardner, 1988). B 8 : § ° o competitor exemplar units
binary networks (Gardner, 1988), naturally exhibits retrieval-induced forgetting, suggesting \\ J J J ) @ o——>0
\ it RIF i a hallmark of memory storage using a computationally apimal leaing rule - < ° O
: : : . . . i . M "Red”
Y . R ™ | Exact solutions to the learning dynamics Typical learning trajectories T  Model predicton: Independent:<ue RIF s equivalent o practicec-cue IF
Retrieval-induced forgetting N ! o fo=4i=2 - J
We have found exact solutions for this setting as a function of 24 Ny, Pe. Pes T, fes Bes Ty P lhitiali<tudy Partiallpracticel p ~
Typical experiments consist of three phases. 9 RIF with varying amounts of practice
8 ne(t) = min(L,v(Npe + pe)T3) & target category it ‘
. Initi e target exemplar uni (Vg : — . ) )
Phase 1: Initial study %L o) = o (1 L (Nepe+ Dpe_, . « Target strengthening persists while RIF rapidly plateaus with practice
2 © VU (Ne=1)pe+pe 08
“Fruit-Pear” & Target " = .
“Fruit-Apple” - T (o Target Competitor
P ” g wet) = a(T)(Nebe + pe) + de(D) (e + pe) 8% Extra study
Tool-Hammer H b ] 0.6 0.6 Parial practice
& felt) = (T [m + [7,} + () (Fe + Be) 5 s /— Reversed practice
° = St z 0.4 04 Extra study
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Partial practice Reversed practice Extra study 8 Ade = de(T; + Tp) (min(p,, pe) + min(pe, pe)) 01" Competitor weakening (RIF)
o Ane = de(T; +Tp) (min(pe, pe) + min(pe, pe)) 0 5 10 15 . . ! 0 5 10 15 0 5 10 15
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“Eruit-Pe” “Fr-pear” “Fruit-Pear” 8 RE Ay dy(T; + Tp) min(pe, pe) Time (Epochs) 15, 1z,
Functions a(t),b(t), and dy,, ;(t) omitted due to space Parameters: Np = pe = pe = Pe = Pe = 4,9 = 2.pe =1, Ti = 10,T, = 5,v = .01
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Phase 3: Test e -~ \\ e N
Effect of practice type Asymptotic RIF Conclusions
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Practiced cue Independent cue Key results If training s allowed to proceed to convergence (Ti, T, — ), then expressions simplify: « Theory points to a computational rationale for RIF: phenomena relating to RIF are
aae = (o ) i i natural consequences of memory storage using a computationally optimal learning rule
i o . - oy = . ) + min(ic, e
“ _p” “Red-A” « Consistent with experiment, partial practice yields RIF Le AR
Fruit-P Red-A' v aiy = i (0~ BT Y i ) + Makes quantitative, testable predictions for the exact degree of RIF as a function of
e A PG+ R s
Fruit-A + Reversed/extra study yield no RIF, despite substantial target strengthening experimental parameters
P » ) . )
Tool-H ‘”garget strengthening (igmpemor punishment + First analytical model to capture the basic phenomenology of RIF
g g + Links neural plasticity to high level psychological phenomenon, showing how a network
oas) aas) 8
Partial practice = of neurons with local learning could combine to yield the behavioral patterns of RIF
+ 100 s
7 Jotted f 1., 1994 table 1 S
S Data réplotted from Anderson et al., 1994 table =Y « By virtue of its neural formulation, the model may address more recent neural data
= .| 4 (Poppenk & Norman, 2014; Wimber et al., 2015)
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g x + Solution methods employed may be generalizable to other emerging RIF phenomena
= N e 2 4 6 8 such as reverse RIF, integration, and differentiation (Hulbert & Norman, 2014).
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xe + NonRIFis observed when less category information than exemplar information is presented
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